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ABSTRACT 

Background: Metabolic syndrome (MS) is a condition that predisposes individuals to the de-
velopment of cardiovascular diseases and type 2 diabetes mellitus. 
Methods: A cross-sectional investigation of 15,365 participants residing in metropolitan 
Bangkok who had received an annual health checkup in 2007 was used in this study. Individ-
uals were classified as MS or non-MS according to the International Diabetes Federation cri-
teria using BMI cutoff of  25 kg/m2 plus two or more MS components. This study explores 
the utility of quantitative population-health relationship (QPHR) for predicting MS status as 
well as discovers variables that frequently occur together. The former was achieved by deci-
sion tree (DT) analysis, artificial neural network (ANN), support vector machine (SVM) and 
principal component analysis (PCA) while the latter was obtained by association analysis 
(AA). 
Results: DT outperformed both ANN and SVM in MS classification as deduced from its ac-
curacy value of 99 % as compared to accuracies of 98 % and 91 % for ANN and SVM, re-
spectively. Furthermore, PCA was able to effectively classify individuals as MS and non-MS 
as observed from the scores plot. Moreover, AA was employed to analyze individuals with 
MS in order to elucidate pertinent rule from MS components that occur frequently together, 
which included TG+BP, BP+FPG and TG+FPG where TG, BP and FPG corresponds to tri-
glyceride, blood pressure and fasting plasma glucose, respectively. 
Conclusion: QPHR was demonstrated to be useful in predicting the MS status of individuals 
from an urban Thai population. Rules obtained from AA analysis provided general guidelines 
(i.e. co-occurrences of TG, BP and FPG) that may be used in the prevention of MS in at risk 
individuals. 
 
Keywords: metabolic syndrome, cardiovascular diseases, diabetes, data mining, QPHR 
 
 

INTRODUCTION 

Metabolic syndrome (MS) is defined as 
a group of metabolic abnormalities com-
prising of central obesity, dyslipidemia, hy-
perglycemia, and hypertension (Babu and 
Fogelfeld, 2006). MS is associated with in-

creased risks for cardiovascular diseases 
(CVD) (WHO, 2007) and type 2 diabetes 
mellitus (DM) (WHO, 2008). Therefore, 
the identification of MS is important for 
prevention of metabolism-associated dis-
eases. Criteria used in the identification of 
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MS differed across organizations. Groups 
such as the World Health Organization 
(WHO, 1999), the European Group for the 
Study of Insulin Resistance (EGIR) (Balkau 
and Charles, 1999) in 1999, the National 
Cholesterol Education Program (NCEP) 
Adult Treatment Panel (ATP) III (NCEP, 
2001) in 2001 and the International Diabe-
tes Federation Central obesity (IDF) (Alber-
ti et al., 2009) in 2005 have each estab-
lished independent criteria for defining MS. 
Therefore, rapid identification of MS from 
the population would be beneficial for the 
prevention of CVD and type 2 DM. 

Data mining is a robust tool for extract-
ing useful knowledge from large quantities 
of data and can be readily applied to clini-
cal data as to help physicians in the deci-
sion-making process of diagnosis, progno-
sis, and treatment of patients. Data mining 
techniques such as artificial neural network 
(ANN), support vector machine (SVM), 
multiple linear regression (MLR), principal 
component analysis (PCA), self organizing 
map (SOM), decision tree (DT) and associ-
ation analysis (AA) have been successfully 
used in clinical medicine for predictive 
modeling of diseases (Chang et al., 2011; 
Firouzi et al., 2007; Kim et al., 2012a, b; 
Lee et al., 2000; Nahar et al., 2011; 
Obenshain, 2004; Ting et al., 2009; 
Worachartcheewan et al., 2010a; Yeh et al., 
2011; Yoo et al., 2012). Furthermore, data 
mining have extensively been shown to be 
important tools in life sciences as it helps 
elucidate quantitative structure-activity re-
lationships (QSAR) and quantitative struc-
ture-property relationships (QSPR) as a 
function of calculated physicochemical de-
scriptors (Nantasenamat et al., 2005, 2007a, 
b, 2009, 2010; Prachayasittikul et al., 2010; 
Thippakorn et al., 2009; Worachartcheewan 
et al., 2011, 2012, 2013). The aim of this 
study is to apply DT, ANN, SVM, and PCA 
approaches in the development of quantita-
tive population-health relationship (QPHR) 
models. Such predictive models were used 
in assessing health parameters of individu-
als from a large data set of urban Thai pop-
ulation as to predict their MS status as well 

as discover important variables contributing 
to MS by means of association rules. 

 
MATERIAL AND METHODS 

Sample population 
A cross-sectional data set comprising of 

15,365 individuals receiving an annual 
health check-up in 2007 from the Faculty of 
Medical Technology, Mahidol University in 
Bangkok, Thailand was previously reported 
by Worachartcheewan et al. (2010b). Such 
data set is comprised of anthropometric pa-
rameters along with blood pressures (meas-
ured according to standard procedures) and 
blood chemistry as analyzed at the Center 
of Medical Laboratory Services, Faculty of 
Medical Technology, Mahidol University. 
Individuals were categorized as MS accord-
ing to IDF criteria (Alberti et al., 2009) us-
ing a cutoff of BMI  25 kg/m2 (5,638 from 
total population) as the first component 
along with two or more components:  
 (1) blood pressure (BP)  130/85 mmHg 
or previously diagnosed hypertension,  
 (2) fasting plasma glucose (FPG) 
 100 mg/dL or previously diagnosed type 
2 DM, 
 (3) triglyceride (TG)  150 mg/dL or 
specific treatment for triglyceride abnorm-
ality as well as high-density lipoprotein 
cholesterol (HDL-C) < 40 mg/dL in males 
or < 50 mg/dL in females or specific treat-
ment for HDL-C abnormality. 

Individuals with BMI ≥ 25 kg/m2 were 
selected for QPHR study (encompassing a 
total of 5,638 individuals) as they met the 
first requirement of the IDF criteria of cen-
tral obesity. From this subset of data, indi-
viduals with 2 or more MS components 
were identified as MS (2,991 individuals: 
1,598 males and 1,393 females) while 
healthy individuals were classified as non-
MS (2,647 individuals: 1,063 males and 
1,584 females). 

 
Metabolic abnormalities of MS 

Determining factors of MS (i.e. BP, 
FPG, TG and HDL-C) were stratified ac-
cording to guidelines of the WHO (Wilson, 
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2009) and the IDF criteria (Alberti et al., 
2009) as shown in Table 1. Furthermore, 
individuals having BMI  25 kg/m2 were 
further divided into six BMI groups as well 
as separated by gender (male and female) 

and stratified into four age groups as pre-
sented in Table 1. These health parameters 
were used as input variables while the MS 
status (i.e. MS or non-MS) was used as the 
output variable. 

 
 
Table 1: A stratification of the clinical and biochemical features in the urban Thai population 

Factors 
MS (N=2,991) non-MS (N=2,647) 

M F M F 

Gender 
M Male 1,598 (53.43) - 1,063 (40.16) - 

F Female - 1,393 (46.57) - 1,584 (59.84)

Age 
(years) 

Age1 20 - 34 67 (2.24) 18 (0.60) 83 (3.14) 59 (2.23) 

Age2 35 - 44 410 (13.71) 298 (9.96) 381 (14.39) 450 (17.00) 

Age3 45 - 54 739 (24.71) 673 (22.50) 419 (15.83) 795 (30.03) 

Age4  55 382 (12.77) 404 (13.51) 180 (6.80) 280 (10.58) 

BMI  

BMI1 25 - 25.9 362 (12.10) 248 (8.29) 348 (13.15) 442 (16.70) 

BMI2 26 - 26.9 326 (10.90) 236 (7.89) 266 (10.05) 347 (13.11) 

BMI3 27 - 27.9 245 (8.19) 203 (6.79) 170 (6.42) 228 (8.61) 

BMI4 28 - 28.9 216 (7.22) 165 (5.52) 91 (3.44) 184 (6.95) 

BMI5 29 - 29.9 146 (4.88) 135 (4.51) 73 (2.76) 139 (5.25) 

BMI6  30 303 (10.13) 406 (13.57) 115 (4.34) 244 (9.22) 

BP 

BP1 < 130 and < 85 289 (9.66) 279 (9.33) 648 (24.48) 1,070 (40.42)

BP2 130 - 139 or 85 - 89 614 (20.53) 549 (18.36) 234 (8.84) 280 (10.58) 

BP3 140 - 149 or 90 - 94 512 (17.12) 434 (14.51) 142 (5.36) 186 (7.03) 

BP4 150 - 159 or 95 - 99 97 (3.24) 50 (1.67) 21 (0.79) 25 (0.94) 

BP5  160 and  100 86 (2.88) 81 (2.71) 18 (0.68) 23 (0.87) 

FPG 

FPG1 <100 589 (19.69) 543 (17.85) 930 (35.13) 1,415 (53.46)

FPG2 100 - 125 783 (26.18) 682 (22.80) 120 (4.53) 152 (5.74) 

FPG3  126 226 (7.56) 177 (5.92) 13 (0.49) 17 (0.64) 

TG 

TG1 < 150 362 (12.10) 550 (18.39) 865 (32.68) 1,449 (54.74)

TG2 150 - 199 518 (17.32) 482 (16.12) 92 (3.48) 89 (3.36) 

TG3 200 - 299 547 (18.29) 307 (10.26) 84 (3.17) 43 (1.62) 

TG4 300 - 399 166 (5.55) 53 (1.77) 22 (0.83) 3 (0.11) 

TG5  400 5 (0.17) 1 (0.03) 0 (0) 0 (0) 

HDL-CM 
HDL-CM1  40 1,171 (39.15) - 1,047 (39.55) - 

HDL-CM2 < 40 427 (14.28) - 16 (0.61) - 

HDL-CF 
HDL-CF1  50 - 690 (23.07) - 1,463 (55.27)

HDL-CF2 < 50 - 703 (23.50) - 121 (4.57) 

Numbers in parentheses represent values in percentage. MS: metabolic syndrome, non-MS: non-metabolic syndrome, BMI: 
body mass index (kg/m2), BP: blood pressure (mmHg), FPG: fasting plasma glucose (mg/dL), TG: triglyceride (mg/dL), HDL-CM 
and HDL-CF: high-density lipoprotein cholesterol (mg/dL) in male and female, respectively. 
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Data pre-processing 
Independent variables were adjusted 

to comparable scale by standardizing varia-
bles to zero mean and unit variance. Stand-
ardization of variables was performed as 
described by the following equation: 







 N

i
jij

jijstn
ij

Nxx

xx
x

1

2)(
 (1) 

where stn
ijx  is the standardized value, ijx  is 

the value of each sample, jx  is the mean of 
each variables, and N  is the sample size of 
the data set. 
 
Quantitative population-health relation-
ship (QPHR) modeling 

Health parameters from annual health 
check-ups of an urban Thai population ser-
ved as the data set for multivariate analysis 
where individuals were classified as MS or 
non-MS by means of several data mining 
techniques. 
 
Decision tree analysis 

Decision tree (DT) is a supervised tech-
nique for classifying data into categorical 
classes of interest and the wisdom gained 
from the learning process are summarized 
in the form of if-then rules. DT finds the 
most important independent variable and 
sets it as the root node, which is followed 
by a series of bifurcating nodes when deci-
sion criteria are met. This is performed iter-
atively until leaf or terminal nodes are 
reached where it is then assigned one of 
many possible class labels of the dependent 
variable (i.e. MS or non-MS). This study 
employs the J48 algorithm (Witten et al., 
2011), which is WEKA’s implementation 
of the C4.5 DT learning algorithm. A con-
fidence factor of 25 % was implemented 
and used in this study. 
 
Artificial neural network 

Artificial neural network (ANN) is a da-
ta mining technique that functions in a simi-
lar manner to the learning process of neu-
rons in the human brain. ANN is essentially 

comprised of 3 layers of nodes: input, hid-
den and output layers (Zupan and Gastei-
ger, 1999). ANN parameters (i.e. number of 
hidden layer, learning epochs, learning rate 
and momentum) were optimized in an em-
pirical manner as to obtain an optimal set of 
values. The back-propagation implementa-
tion (Nantasenamat et al., 2007b) of WE-
KA, version 3.4.5 (Witten et al., 2011), was 
employed in this study. 
 
Support vector machine 

Support vector machine (SVM) is a sta-
tistical learning method developed by Vap-
nik and co-workers (Cortes and Vapnik, 
1995; Vapnik, 1998).This study employs 
John Platt’s Sequential Minimal Optimiza-
tion of the WEKA software package for 
SVM classification (Witten et al., 2011). It 
is essentially based on the principles of 
Structural Risk Minimization, which is a 
non-parametric and supervised classifier 
employing kernel functions for generating 
the transformation space. The radial basis 
function (RBF) kernel was employed in this 
study. Parameter optimization was per-
formed by investigating the following two 
parameters: the C and  parameters. This 
was performed in a two-step process that 
entails an initial course grid search fol-
lowed by a more refined local grid search 
of optimal regions deduced from the coarse 
grid search (Worachartcheewan et al., 2011; 
Nantasenamat et al. 2013).The essence of 
SVM involves the mapping of data onto a 
high-dimensional feature space by means of 
kernel transformation in the form of K(x,xi) 
(Cortes and Vapnik, 1995; Vapnik, 1998). 
Samples were then classified into two sepa-
rate classes by constructing hyperplanes 
that linearly separates the data. The optimal 
separating hyperplane for classifying the 
data is the hyperplane that maximizes the 
margins as to achieve maximum distance 
between the plane and nearest data. The 
classification process performs optimization 
of the Lagrange multipliers i with con-
straints 0  i  C and ∑αiγi = 0 in obtaining 
the decision function: 
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where yi represents input class labels (hav-
ing values of -1 or 1), xi is a set of de-
scriptors, and K(x,xi)is the kernel function 

   ii xxxxK  ),(   (3) 

In an SVM regression, the decision 
function was used in predicting or approx-
imating the function as follows: 
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where i is a real value, and xi is a feature 
vector corresponding to a training object. 
Linear and non-linear regressions approxi-
mate the function by minimizing the regu-
larized risk function R(C) as follows: 
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error (risk) measured by the -insensitive 
loss function  ydL ,  in which errors are 

not penalized below , and 
2

2
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w  is a 

measurement of the function flatness. The 
complexity (C) parameter is a regularized 
constant that is used in determining trade-
off between the training error and model 
flatness and  is a prescribed parameter 
called the tube size that approximates the 
accuracy placed on the training data points. 

Three major learning kernels of SVM  
are comprised of linear, polynomial and 
radial basis function kernel. 

Linear kernel is defined by the fol-
lowing equation: 

   ii xxxxK  ),(  (7) 

where K is a kernel function and   is a 
mapping function from input space onto the 
feature space. 

Polynomial kernel is described by the 
following equation: 

 Eii xxxxK 1, ),(   (8) 

where E is the exponential value while a 
polynomial kernel with an E value of 1 is 
essentially a linear kernel. 

Radial basis function is defined by the 
following equation: 

),( ixxK = exp(- 2

ixx  ) (9) 

 
Principal component analysis 

Principal component analysis (PCA) 
was performed using The Unscrambler 
software package, version 9.6 (Camo Soft-
ware AS, Norway). Metabolic parameters 
were used as independent variables while 
the MS status was used as the dependent 
variable. Input variables were standardized 
as described by Eq. (1). The optimal num-
ber of PCs was determined according to the 
method of Haaland and Thomas (1988) 
from a plot of PCs versus the mean squared 
error (MSE). MSE values were calculated 
according to the following equation: 

n

ap
MSE

n

i
ii




 1

2)(
 (10) 

where pi represents the predicted output, ai 

represents the actual output, and n repre-
sents the number of compounds presented 
in the data set. 
 
Association analysis 

Association analysis (AA) was per-
formed using SPSS Clementine, version 
11.1 (SPSS Inc., USA). AA is a data min-
ing technique that discovers unknown rela-
tionship of items by searching for those that 
frequently occur together (Wang et al., 
2004). The Apriori algorithm (Agrawal et 
al., 1993) is a popular method used in elu-
cidating association rules. Support and con-
fidence were assigned to be greater or equal 
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to the minimum values (minsup and minconf) 
of 5 % and 80 %, respectively (Wang et al., 
2004). Such parameters were used in ex-
ploring association rules. Furthermore, the 
Lift parameter was used in exploring asso-
ciation between various factors as well as 
used in the discovery of previously un-
known patterns for frequently occurring 
health parameters of MS. Association anal-
ysis (AA) are defined as follows (Wang et 
al., 2004): Let I = {i1, i2, i3, . . .,im} where 
each item represents a unique literal. A set 
of transaction T in a transaction database 
denoted by D is composed of transaction T, 
which contain sets of items such that TI. 
If transaction T has X sets of items where 
XI and YI are in a transaction D where 
XY = . Association rules are implica-
tions in the form of XY. 

The possibility of transaction D in pos-
sessing X and Y is represented by the fol-
lowing equation: 

Support (XY) = Support (XY, D) (11) 

Furthermore, the possibility of a trans-
action D is composed of X also contained Y 
was represented in following equation: 

Confidence (XY) =  
Support (XY,D)/Support (X, D) (12) 

The Apriori algorithm (Agrawal et al., 
1993) is a popular method used in elucidat-
ing association rules. The support and con-
fidence were assigned to be greater than or 
equal to the minimum support and confi-
dence (minsup and minconf) values. In this 
study, association rules was obtained by 
using a minimum support and confidence 
values of minsup= 5 % and minconf = 80 %, 
respectively. Such parameters were used to 
explore the association rules. Lift was em-
ployed in the association analysis as de-
scribed by the following equation (Wang et 
al., 2004): 

Lift = Confidence(XY)/Support(Y) (13) 
 
Data sampling 

Data sampling was performed by sepa-
rating the data set into two subsets: (i) train-

ing set and (ii) 10-fold cross-validation 
(CV) testing set. 10-fold CV essentially 
separates the data into ten groups, leaves 
one group out as the testing set and uses the 
remaining nine groups as the training set. 
This process was repeated iteratively until 
all groups had a chance to be used as the 
testing set. 
 
Statistical analysis 

Seven statistical parameters were em-
ployed for evaluating the predictive power 
of the models, which is comprised of root 
mean squared error, sensitivity, specificity, 
accuracy, positive predictive value (PPV), 
negative predictive value (NPV) (Kuo et 
al., 2001) and Matthews correlation coeffi-
cient (MCC) (Matthews, 1975). Equations 
for these statistical parameters are presented 
in the following equation:  

Root mean square error (RMSE) was 
used as a measure of the predictive error of 
the model and was calculated as follows: 

n

ap
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n

i
ii




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where ip , ia  and n are the predicted value, 
the actual value and the number of com-
pounds in the data set, respectively. Ten 
runs of ANN calculations were performed 
for each investigated parameter and the av-
erage RMSE value was used for assessing 
the predictive performance of the model. 
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NPV =
)( FNTN
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
 (19) 
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

  (20) 

where TP is the number of true positives, 
TN is the number of true negatives, FP is 
the number of false positives or over-pre-
dictions and FN is the number of false neg-
atives or missed predictions. It should be 
noted that the value of MCC is 0 for a ran-
dom assignment and 1.0 for a perfect pre-
diction (Matthews, 1975). 
 

RESULTS 

Population characteristics 
The study population is comprised of 

15,365 participants where 6,005 (39 %) are 
males and 9,360 (61 %) are females. This 
population was previously classified into 
MS and non-MS groups based on a BMI 
cut-off of  25 kg/m2 following the IDF cri-
teria (Alberti et al., 2009). From a total of 
5,638 individuals having a BMI of 
 25 kg/m2, 2,991 had MS while 2,647 did 
not. The clinical and biochemical features 
of MS and non-MS groups in the Thai pop-
ulation were stratified and summarized in 
Table 1. These data suggests that age, BMI, 
SBP, DBP, FPG and TG are higher in both 
men and women from the MS group in 
comparison to those of the non-MS group. 
Conversely, HDL-C was lower in the MS 
group than in the non-MS group. 
 
QPHR modeling for MS classification  

QPHR modeling is a multivariate ap-
proach for predicting MS status as a func-
tion of health parameters. Thus, the devel-
opment of QPHR models essentially in-
volves the correlation of biomedical param-
eters with their respective MS status. Prior 
to multivariate analysis, the independent 
variables were pre-processed to comparable 
scales by means of standardization using 
WEKA, version 3.4.5. Such standardization 

of variables was performed according to 
Eq. (1) in order to scale variables to zero 
mean and unit variance. In this study, sev-
eral data mining techniques (i.e. DT, PCA, 
ANN and SVM) were employed for identi-
fying MS in the investigated Thai popula-
tion.  
 
Decision tree analysis 

Decision tree or DT displayed accura-
cies of 99.98 % and 98.86 % for the train-
ing set and the 10-fold CV set, respectively, 
as shown in Table 2. The sensitivity, speci-
ficity, PPV and NPV statistical parameters 
demonstrated values of greater than 99 % 
for both the training set and 10-fold CV set 
(Table 2). The MCC values for the training 
and 10-fold CV sets were 0.9996 and 
0.9972, respectively. A confusion matrix 
depicting the numbers of correctly and in-
correctly classified individuals for the MS 
and non-MS groups is shown in Table 3. 
 
Artificial neural network 

ANN parameters were optimized in or-
der to obtain an optimal set of parameters. 
It was found that optimal values for the 
number of hidden node, learning epochs, 
learning rate and momentum are 7, 9500, 
0.2 and 0.5, respectively. Statistical pa-
rameters for assessing the predictive per-
formance of QPHR models are presented in 
Table 2. Accuracy and RMSE values for 
the training and 10-fold CV sets are 
99.08 % and 0.0866, respectively, for the 
former and 98.78 % and 0.1005, respective-
ly, for the latter. Sensitivity, specificity, 
PPV and NPV showed values greater than 
98 % for both training and 10-fold CV sets 
(Table 2) while the MCC values were 
0.9694 and 0.8391, respectively, for the 
training and 10-fold CV sets. Confusion 
matrix is presented in Table 3. 
 
Support vector machine 

In order to achieve maximal perfor-
mance, SVM parameters (i.e. C and  pa-
rameters) were optimized via a two-level 
grid search. Initial coarse grid searches of 
both parameters were performed from 2-15
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Table 2: A summary of statistical parameters for MS classification using decision tree analysis, artifi-
cial neural network and support vector machine 

Statistical  
parameters 

Decision tree analysis Artificial neural network Support vector machine 
Training 

set 
10-fold CV 

set 
Training 

set 
10-fold CV 

set 
Training 

set 
10-fold CV 

set 
Sensitivity 99.96 99.87 99.53 98.77 98.96 92.50 
Specificity 99.97 99.85 98.58 98.79 97.94 91.40 
Accuracy 99.98 99.86 99.08 98.78 98.47 91.98 
PPV 100 99.87 98.73 98.93 98.16 92.38 
NPV 99.96 99.85 99.47 98.60 98.83 91.54 
MCC 0.9996 0.9972 0.9815 0.9754 0.9694 0.8391 
PPV: Positive Predictive Value, NPV: Negative Predictive Value, MCC: Matthews Correlation Coefficient 

 
Table 3: Confusion matrix of MS classification using decision tree, artificial neural network and  
support vector machine 

 
Decision tree Artificial neural network Support vector machine 

MS non-MS MS non-MS MS non-MS 

Training set       

MS 2990 1 2953 38 2936 55 

non-MS 0 2647 14 2633 31 2616 

10-fold CV       

MS 2987 4 2959 32 2763 228 

non-MS 4 2643 37 2610 224 2423 

MS: metabolic syndrome, non-MS: non-metabolic syndrome 
 
to 215 using a step size of 22. Results from 
global grid search indicated that the optimal 
C and  parameters were 211 and 23, respec-
tively. Subsequently, local grid search was 
performed by refining the search to regions 
in the vicinity of the optimal values from 
the global grid search in the regions from 29 
to 213 for the C parameter while the range 
of 21 to 25 was investigated for the  param-
eter using step sizes of 20.25. Results from 
the local grid search indicated that the op-
timal values for C and  parameters were 
212.5 and 23, respectively. Statistical parame-
ters for assessing the predictive perfor-
mance of the QPHR models are presented 
in Table 2. Good predictive performance 
were attained using SVM as deduced from 
the accuracy values for the training set and 
10-fold CV set of 98.47 and 91.98, respec-
tively, as well as from the RMS values of 
0.1235 and 0.2831, respectively. Likewise, 
sensitivity, specificity, PPV and NPV sup-
ports this by all demonstrating values of 

97 % for the training set as well as afford-
ing values greater than 91 % for the 10-fold 
CV set, respectively (Table 2). The MCC 
value also indicated good predictive per-
formance as deduced from values of 0.9815 
and 0.9754 for the training set and 10-fold 
CV set, respectively. Confusion matrix is 
displayed in Table 3. 

 
Principal component analysis 

Three-dimensional displays of the PCA 
scores plots are shown from the 120 (Fig-
ure 1A-1D), 240 (Figure 1E-1H) and 360 
point-of-views (Figure 1I-1L). These plot 
projects the relative distribution of data 
samples from the data set essentially allow-
ing the visualization of two major clusters 
of data samples: the MS and non-MS clus-
ters. For individuals having MS, Figures 
1A, 1E and 1I depict the gender clusters of 
females and males as red and green colors, 
respectively, while for non-MS individuals 
the clusters of females and males are repre-
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sented by blue and cyan colors, respective-
ly. Figures 1B, 1F and 1J show the cluster-
ing of MS and non-MS classes in red and 
blue colors, respectively. In individuals 
having MS, Figures 1C, 1G and 1K dis-
plays the clustering of females and males in 
red and green colors, respectively, while for 
non-MS individuals, the clusters of females 
and males in Figures 1D, 1H and 1L dis-
plays are shown in blue and cyan colors, 
respectively. 
 
Discovery of association rules for 
assessing MS 

Association analysis or AA was used in 
the discovery of association rules as to elu-
cidate frequently occurring variables of 
metabolic abnormalities leading to MS. 
Binning was performed on the health pa-
rameters by transforming quantitative val-
ues to qualitative values. Particularly, bin-

ning was performed by stratifying values of 
the variables into several value ranges (Ta-
ble 1). The binned labels for gender, age, 
BMI, BP, FPG, TG and HDL-C (Table 1) 
were used as independent variables while 
MS status (i.e. MS or non-MS) was used as 
the dependent variable. Results from AA 
analysis as presented in Table 4 indicated 
that there were a total of 43 rules for MS 
identification. The rule represents frequent-
ly occurring pairs of MS components in in-
dividuals having MS. It can be concluded 
that if an individual have any of the 43 rules 
(the reliability of each rule decreases as a 
function of frequency) then he or she are at 
risk of having MS. Interpretation of asso-
ciation rule 1 suggested that individuals 
having triglyceride levels of 200-
299 mg/dL (TG3) along with systolic and 
diastolic blood pressure (BP2) of 130-139 
and 85-89 mmHg, respectively, are 

 
 
 

 
Figure 1: Classification of MS and non-MS using PCA as viewed from 120 (A-D), 240 (E-H) and 
360(I-L). A, E and I represented MS in females and males (red and green colors, respectively) and 
non-MS in females and males (blue and cyan colors, respectively). B, F and J represented MS as 
shown in red color and non-MS (blue color). C, G and K represented MS in women (red color) and in 
men (green color). D, H and L represented non-MS in females and males (blue and cyan colors, re-
spectively). MS: metabolic syndrome, non-MS: non-metabolic syndrome 
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Table 4: Association rules for defining metabolic syndrome 

Rule ID 
Association rules 

Support (%) Confidence (%) Lift 
Antecedent (X)  Consequent (Y) 

1 TG3 + BP2  MS 5.29 100 1.88 

2 TG3 + FPG2  MS 5.98 100 1.88 

3 TG2 + BP3  MS 5.34 100 1.88 

4 TG2 + BP2  MS 6.42 100 1.88 

5 TG2 + FPG2  MS 7.40 100 1.88 

6 BP3 + FPG2  MS 7.64 100 1.88 

7 BP2 + FPG2  MS 9.81 100 1.88 

8 BP2 + FPG2 + TG1  MS 5.21 100 1.88 

9 HDLM2  MS 7.86 96.39 1.82 

10 HDLM2 + M  MS 7.56 96.24 1.81 

11 FPG3  MS 7.68 93.07 1.75 

12 BMI6 + FPG2  MS 6.60 92.74 1.75 

13 FPG2 + Age4   MS 8.32 90.41 1.70 

14 TG3 + Age3  MS 7.96 88.86 1.68 

15 TG3 + F  MS 6.10 87.79 1.65 

16 HDLF2 + Age3 + F  MS 6.51 87.73 1.65 

17 HDLF2 + Age3  MS 6.62 87.67 1.65 

18 TG3  MS 17.40 87.05 1.64 

19 TG3 + M  MS 10.70 86.73 1.63 

20 FPG2 + M + Age3  MS 6.94 86.70 1.63 

21 FPG2 + M  MS 15.21 86.36 1.63 

22 TG2 + Age3  MS 9.93 85.54 1.61 

23 HDLF2 + F  MS 14.40 85.47 1.61 

24 HDLF2  MS 14.62 85.32 1.61 

25 TG2  MS 20.95 84.67 1.60 

26 TG2 + M  MS 10.41 84.67 1.60 

27 FPG2 + HDLM1 + Age3  MS 6.10 84.59 1.59 

28 TG2 + F  MS 9.86 84.35 1.59 

29 FPG2  MS 30.81 84.34 1.59 

30 FPG2 + HDLM1 + M +Age3  MS 5.82 84.15 1.59 

31 FPG2 + Age3  MS 14.60 84.08 1.58 

32 FPG2 + HDLM1  MS 13.23 83.91 1.58 

33 FPG2 + HDLM1 + M  MS 12.58 83.50 1.57 

34 BMI2 + FPG2  MS 5.92 82.04 1.55 

35 FPG2 + F  MS 14.51 82.03 1.55 

36 TG2 + HDLM1  MS 8.92 81.71 1.54 

37 TG3 + Age2  MS 5.00 81.56 1.54 

38 TG2 + HDLM1 + M  MS 8.58 81.40 1.53 

39 TG3 + HDLM1  MS 7.84 81.00 1.53 

40 FPG2 + Age3 + F  MS 7.18 80.99 1.53 

41 TG2 + Age2  MS 5.21 80.95 1.53 

42 TG3 + HDLM1 + M  MS 7.41 80.96 1.52 

43 BP3 + M +Age3  MS 5.04 80.28 1.51 

Abbreviations as defined in Table 1. 
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associated with MS. Likewise, such phe-
nomenon can also be seen in rules 3 and 4 
where individuals had abnormal triglycer-
ide levels of 150-199 mg/dL (TG2) but dis-
played different ranges of blood pressure 
(BP2 or BP3). Furthermore, triglyceride 
levels of 200-299 mg/dL (TG3) and fast 
plasma glucose levels of 100-125 mg/dL 
(FPG2) in rule 2 indicated that individuals 
with MS also demonstrated the same pat-
terns in rule 5 but differing in triglyceride 
level of 150–159 mg/dL (TG2). As for rule 
11, hyperglycemic individuals having FPG 
greater than 126 mg/dL were correlated 
with MS. 

 

DISCUSSION 

Predicting MS status with QPHR 
Quantitative population-health relation-

ship or QPHR modeling is proposed herein 
for elucidating the relationship between 
biomedical parameters from individuals 
with respect to their metabolic syndrome 
status. Such QPHR model has useful 
implications for clinical applications in 
diagnosis (Firouzi et al., 2007; Kuo et al., 
2001; Shin et al., 2010), health prevention 
(Lee et al., 2000; Nahar et al., 2011; 
Obenshain, 2004; Ting et al., 2009; Yoo et 
al., 2012) and health promotion (Lee et al., 
2000; Obenshain, 2004; Ting et al., 2009; 
Yoo et al., 2012). A wide range of data 
mining techniques (i.e. ANN, SVM, MLR, 
PCA, DT, AA as well as self-organizing 
map) has previously been shown to be use-
ful in healthcare (Lee et al., 2000; Oben-
shain, 2004; Ting et al., 2009; Yoo et al., 
2012), medicine (Chang et al., 2011; Fi-
rouzi et al., 2007;Kim et al., 2012a, b; Na-
har et al., 2011; Worachartcheewan et al., 
2010a; Yeh et al., 2011), polymer chemistry 
(Nantasenamat et al., 2005, 2007a) and bio-
biological activities (Nantasenamat et al., 
2007b, 2009, 2010; Thippakorn et al., 2009; 
Prachayasittikul et al., 2010; Worachart-
cheewan et al., 2011, 2012, 2013). In this 
study, several data mining techniques were 
used for assessing the MS status of an 

urban Thai population. The QPHR model-
ing approach is comparable to those of 
QSAR and QSPR models in which biomed-
ical descriptors (i.e. health parameters ob-
tained from health check-up) were subject-
ed to multivariate analysis as to correlate 
them with MS status. More in-depth ac-
count of QSAR/QSPR modeling has previ-
ously been reviewed (Nantasenamat et al., 
2009, 2010). 
 
Comparison of the predictive performance 
of QPHR models  

A statistical summary of the overall 
predictive performance of the data mining 
methods employed in this study, namely 
DT, SVM and ANN, are presented in Table 
2. The results clearly suggests that the DT 
model displayed the best performance as 
deduced from values greater than 99 % in 
all statistical parameters for both the train-
ing and 10-fold CV sets as well as MCC 
values of 0.9996 and 0.9972 for training 
and 10-fold CV sets, respectively. The sec-
ond best performing model was those con-
structed by ANN, which displayed values 
of more than 98 % in the statistical meas-
urements for both training and 10-fold CV 
sets while SVM came in last by exhibiting 
values of more than 97 % in the statistical 
parameters calculated for the training set 
and values greater than 91 % for the 10-fold 
CV set. DT has recently been used for MS 
identification in Thai (Worachartcheewan 
et al., 2010a) and Korean (Kim et al., 
2012b) populations. In the study by Kim et 
al. (2012b) on the Korean population, it was 
found that TG+BP and FPG+BP were 
strong predictors of MS, which coincided 
with the results from our previous study 
(Worachartcheewan et al., 2010a, b) on the 
Thai population where such combinations 
of MS components were also found in MS 
individuals. 
 
Elucidating frequently occurring pairs of 
MS components with AA 

AA has previously been used in clinical 
diagnosis for the discovery of risk factors 
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that are associated with the development of 
diseases such as diabetes (Quentin-Traut-
vetter et al., 2002), cancer (Nahar et al., 
2011) and food borne diseases (Thakur et 
al., 2010). It has also been employed in 
identifying risk factors of occupational inju-
ry in order to prevent occupational acci-
dences (Cheng et al., 2010; Liao et al., 
2008a). Furthermore, AA is commonly ap-
plied in the business sector for the evalua-
tion and promotion of goods in stores (Liao 
et al., 2008b, 2009). Findings from this 
study indicated that frequently occurring 
pairs of MS components as deduced from 
rules 1 through 8 were TG+BP, BP+FPG 
and TG+FPG. Such frequently occurring 
pairs were in correspondence with our pre-
vious findings (Worachartcheewan et al., 
2010a, b) as well as with the investigation 
by Lee et al. (2008). It is interesting to note 
that many of the association rules are com-
prised of similar subset of MS components. 
For example, rule 7 is comprised of BP2 + 
FPG2 while rule 8 is comprised of BP2 + 
FPG2 + TG1. It can be seen that both rules 
contain the same subset of BP2 + FPG2 
while both rules afforded the same confi-
dence value of 100 %. In general, it was 
observed that association rules were essen-
tially comprised of 2 MS components that 
were found to frequently occur together 
with factors related to gender, age and BMI. 
It was observed that 10 of the 43 rules were 
comprised of the Age3 class corresponding 
to the 45-54 years age group. Furthermore, 
10 of the 43 rules contained the M class 
corresponding to males while 6 of the rules 
contained the F class corresponding to fe-
males. These two evidences strongly sug-
gest that MS is associated with older age 
and was more prevalent in males than in 
females. Such results corresponded to our 
previous study (Worachartcheewan et al., 
2010b) where the prevalence of MS in the 
Thai population was age-dependent and MS 
was found more in males than in females. 
Moreover, an AA study employing the 
Apriori algorithm to investigate comor-
bidity in Korean patients with type 2 DM, 

demonstrated strong association between 
type 2 DM and hypertension (Kim et al., 
2012a). Furthermore, hypertension was 
found to be an important parameter associ-
ated with type 2 DM, stroke and dyslipi-
demia. In addition, Shin et al. (2010) em-
ployed association rule mining by means of 
the Apriori algorithm to discern association 
among co-morbidities of hypertension. 
Their results indicated that hypertension 
was associated with non-insulin dependent 
diabetes mellitus (NIDDM) and cerebral in-
farction. Such evidences supported our re-
sults that hypertension, dyslipidemia and 
hyperglycemia are important clusters of MS 
components that are associated with the de-
velopment of CVD and type 2 DM. 
 

CONCLUSION 

The findings strongly suggest the ro-
bustness of data mining methods (i.e. DT, 
ANN, SVM and PCA) for identification 
and classification of individuals with or 
without MS in an urban Thai population. 
The results indicated that DT was the best 
performing method with an accuracy of 
greater than 99 %. Furthermore, AA pro-
vided pertinent information on common MS 
components (i.e. triglyceride levels, systolic 
and diastolic blood pressure and fasting 
plasma glucose) that frequently occur to-
gether. Identification of MS components by 
means of association rule provided general 
guidelines that may potentially be used in 
preventing MS in individuals at risk for 
MS, a condition that predisposes them to 
the development of CVD and type 2 DM. 
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